
Generating Programs for Polynomial Multiplication
with Correctness Assurance

Ryo Tokuda

Department of Computer Science

University of Tsukuba

Tsukuba, Japan

tokuda@logic.cs.tsukuba.ac.jp

Yukiyoshi Kameyama

Department of Computer Science

University of Tsukuba

Tsukuba, Japan

kameyama@acm.org

Abstract
Program-generation techniques prevail in domains that need

high performance, such as linear algebra, image processing,

and database. Yet, it is hard to generate high-performance

programs with correctness assurance, and cryptography

needs both. Masuda and Kameyama proposed a DSL-based

framework for implementing a program generator, an an-

alyzer, and a formula generator, and obtained an efficient

and correct implementation of Number-Theoretic Transform

(NTT) that is necessary for many cryptographic algorithms.

This paper advances their study in two ways. First, we de-

velop a generation-and-analysis framework so that program

generation is driven by program analysis. As a concrete re-

sult, we have found an optimization missed in previous stud-

ies. Second, we investigate whether the framework can be

applied to other algorithms, including inverse NTT. By com-

bining generated programs, we have obtained an efficient

and correct implementation of polynomial multiplication,

the key for several post-quantum cryptographic algorithms.

CCS Concepts: • Software and its engineering→ Gen-
eral programming languages; • Security and privacy→
Cryptography.

Keywords: Program Generation, Analysis, and Verification,

Number-Theoretic Transform, Post-Quantum Cryptography
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1 Introduction
Post-quantum cryptography (PQC) is a central research topic

in cryptography, as the state-of-the-art cryptographic al-

gorithms such as RSA and Elliptic Curve may be compro-

mised by quantum computers. The National Institute of Stan-

dards and Technology (NIST) has been conducting the Post-

QuantumCryptography Standardization process, and among

the four candidates that advanced to the final round, three al-

gorithms are based on Ring Learning with Errors (RLWE) [1],

which is considered as one of the most promising hardness

assumptions for the post-quantum era [17]. The key ingredi-

ent of RLWE is the NTT-based multiplication of polynomials

over a certain ring [16].

For any implementations of cryptographic algorithms, ef-

ficiency and correctness are must-be-satisfied things, but

achieving both of them is non-trivial. Even though the un-

derlying algorithm written in a scientific paper is proved

correct, its implementation can be wrong, since highly ef-

ficient implementations often use low-level optimizations

that are often written in an assembly language, and are cor-

rect only for a particular set of parameters or assumptions.

Furthermore, more and more implementations are proposed

every year, which makes it unrealistic to formalize all such

implementations in proof assistants and prove their correct-

ness by humans.

This is the point where programming-generation tech-

niques may help. Masuda and Kameyama [18, 19] proposed

an embedded-DSL-based method via the tagless-final em-

bedding [9], and implemented the following three genera-

tors for the Cooley-Tukey algorithm for Number-Theoretic

Transform (NTT), which is a Fast Fourier Transform (FFT)

algorithm over the field Z𝑞 (integers modulo 𝑞):

• a program generator in the standard sense, which tar-

gets OCaml programs, C programs, or C programs

with SIMD instructions.

• an interval generator, which works as a program ana-

lyzer for integer overflows for the generated program.

They found that some reduction in the generated pro-

gram is redundant (no overflow occurs even without

the reduction), and can be eliminated, which leads to

a more optimized program.

• a formula generator where the formula expresses the

output of the generated program as a mathematical
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Figure 1. Tagless-Final Framework

formula (such as polynomial) over input variables. By

running the formula generator for the given parame-

ters and comparing the output formula with the defini-

tional formula, they successfully proved the functional

correctness of the generated program for the chosen

parameters.

The tagless-final embedding for DSL makes it easy and

handy to realize the above three (and more) generators. See

Figure 1 for an illustration.

A user (a DSL programmer) of their framework only has

to test the generated programs and rewrite the DSL program

by inspecting the results of the computation. This quick loop

allows them to find a new optimization for NTT, namely,

they found some reductions are redundant by showing that

the program without them is still free from integer overflow.

Although Masuda and Kameyama have applied the above

framework to one particular case of the Cooley-Tukey al-

gorithm for NTT, their work has raised several interesting

research questions as follows:

• Is the program generated by their method optimal in

the number of reductions?

Since their loop contains a human, it is interesting to

automate the search for correct and efficient programs.

• Does their method work only for their example pro-

gram, or is it applicable to other parameters, other

implementations, or other algorithms?

Since they applied their method for a particular algo-

rithm of NTT only, it remains to test the applicability

of their method to other algorithms, implementations,

and parameters.

• How can we assure that the program analyzers and

formula generators are correct?

They had a relatively big trusted computing base, since

the correctness of each generator was assumed in their

method. Reducing it to smaller one was left as future

work.

In this paper, we answer the first two questions and discuss

the third one.

To answer the first question, we have re-implemented

Masuda and Kameyama’s framework, which is simpler than

theirs and enables us to explore more optimization opportu-

nities. We found new optimizations in the NTT algorithm

that reduce the number of reductions by 69%. This discovery

is itself a new result for cryptography, however, we want to

be sure that this is the most optimal. Hence, we implemented

a search procedure to explore all possible combinations of

inserting/deleting the reductions to find the most efficient

one among the correct ones. Although our search procedure

uses a simple brute-force algorithm, an interesting point is

that we do not have to generate programs to analyze them,

since our analyzer is derived from the DSL program, not

from the generated program. The same holds for the formula

generator; we do not have to generate programs to verify

them. Although this is a simple observation, it has a big

advantage in reducing the cost for search.

To answer the second question, we have implemented in-

verse NTT (INTT) and polynomial multiplication, which is a

performance bottleneck of RLWE-based cryptographic algo-

rithms. Although INTT could be implemented by the same al-

gorithm as NTT, a different algorithm (the Gentleman-Sande

algorithm) is commonly used for polynomial multiplication

for efficiency reasons. We have applied the implementation

framework to the Gentleman-Sande algorithm and polyno-

mial multiplication to test the extensibility of the framework.

The result is promising; our framework enables one to au-

tomatically prove that no overflow or underflow may occur

during the execution of generated code, and that eliminating

certain reductions from the generated code is not possible,

thus it is the most optimal one in our search space. Our per-

formance measurements have shown the effects of the above

optimizations.

We also proved the functional correctness of the gener-

ated code for INTT and the overall polynomial multiplication.

The method used here is essentially the same as the one by

Masuda and Kameyama, but we had to extend the domain

for the output formula, since the output of NTT is a linear

polynomial over an input (thus we need only 𝑛 integers to

represent an element in the output where 𝑛 is the size of the

input sequence), while the output of polynomial multipli-

cation is a quadratic polynomial over two input sequences

(thus we need 𝑛2 integers to represent an element). The ex-

tension is done without a problem, and we have successfully

shown that the output formulas of polynomial multiplication

coincide with those in the defining formula of the problem.

The third question is clearly difficult to answer in a single

paper, as we need to formalize our generators themselves to

fully address it. We will discuss the issues in this paper.

The rest of this paper is organized as follows: Section 2

gives the background of this research. We explain the opti-

mization of the NTT and INTT algorithms and apply it to

polynomial multiplication in Section 3. Section 4 shows the

search process for an optimal program and provides experi-

mental results. We verify the functional correctness of our

implementation for the polynomial multiplication algorithm
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in Section 5. Section 6 discusses Trusted Computing Base for

this verification. We compare our work with related work in

Section 7 and conclude in Section 8.

2 Background
2.1 Polynomial Multiplication and

Number-Theoretic Transform
The dominant computation in RLWE-based algorithms is the

multiplication of two polynomials whose coefficients are in

Z𝑞 = Z/𝑞Z where 𝑞 is a predetermined prime number called

a modulus parameter. The NewHope protocol has chosen

the modulus parameter 𝑞 = 12289 [2]. Modular arithmetic is

the system for arithmetic over Z𝑞 , and operations in modular

arithmetic are called modular operations1. As is well known,
polynomial multiplication with coefficients being Z𝑞 can be

computed in 𝑂 (𝑛 log𝑛) time by FFT, its inverse transform,

and element-wise multiplication.

NTT is a discrete Fourier transform (DFT) over a finite

field Z𝑞 . Taking 𝑎 = (𝑎0, 𝑎1, . . . , 𝑎𝑛−1) ∈ Z𝑛𝑞 as an input, it

returns NTT𝑛 (𝑎) = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) ∈ Z𝑛𝑞 such that

𝑥𝑖 =

𝑛−1∑︁
𝑗=0

𝑎 𝑗𝜔
𝑖 𝑗
𝑛 (1)

for 𝑖 = 0, 1, . . . , 𝑛 − 1, where 𝜔𝑛 is a primitive 𝑛th root of

unity in Z𝑞 . INTT is a similar transformation to NTT and

is defined by replacing 𝜔𝑛 with a modular multiplicative

inverse of 𝜔𝑛 and multiplying the sum by the inverse of 𝑛.

Namely, (𝑎0, 𝑎1, . . . , 𝑎𝑛−1) = INTT𝑛 (𝑥) is defined as

𝑎𝑖 = 𝑛−1
𝑛−1∑︁
𝑗=0

𝑥 𝑗𝜔
−𝑖 𝑗
𝑛 (2)

for 𝑖 = 0, 1, . . . , 𝑛 − 1.

Algorithm 1 shows the pseudocode of the Cooley-Tukey

iterative algorithm [11] for NTT. It first calls the function

bit_reverse, which reorders the input sequence 𝑎 in the bit-

reversed order, and stores the result in 𝑥 . Then, it performs

the butterfly operations in the triple loop using modular

operations. We call each iteration of the outermost loop a

stage.

2.2 Modular Reductions
Implementations in cryptographic programs are usually writ-

ten in low-level programming languages such as C or as-

sembly languages, and contain tricky low-level operations

such as modular reductions for efficiency and safety against

timing attacks [19]. The modular reductions used in NTT

implementations are Barrett reduction [6] (barrett_reduce)

and Montgomery reduction [21] (montgomery_reduce). Below

we show an implementation of these reductions in C as well

as that of csub, which can be used after the latter reduction.

1
Note that modular operations are unrelated to modules and modularity in

programming languages.

Algorithm 1 The Cooley-Tukey Algorithm for NTT

Input: 𝑎 = (𝑎0, 𝑎1, . . . , 𝑎𝑛−1) ∈ Z𝑛𝑞
Output: (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) = NTT𝑛 (𝑎)

bit_reverse(𝑎, 𝑥)
for 𝑠 = 1 to log

2
𝑛 do

𝑚 = 2
𝑠

𝑜 = 𝑛/𝑚
for 𝑘 = 0 to 𝑛 − 1 by𝑚 do
// start of the innermost loop
for 𝑗 = 0 to𝑚/2 − 1 do
𝜔 = 𝜔

𝑜 𝑗
𝑛

𝑢 = 𝑥𝑘+𝑗
𝑡 = 𝑥𝑘+𝑗+𝑚/2 · 𝜔 mod 𝑞

𝑥𝑘+𝑗 = (𝑢 + 𝑡) mod 𝑞

𝑥𝑘+𝑗+𝑚/2 = (𝑢 − 𝑡) mod 𝑞

end for
// end of the innermost loop

end for
end for

uint16_t barrett_reduce(uint16_t x) {
uint32_t u = (( uint32_t) x * 5) >> 16;
return x - (uint16_t) (u * q);

}

uint16_t montgomery_reduce(uint32_t x) {
uint32_t u = ((x & ((1 << 18) - 1))

* qinv) & ((1 << 18) - 1);
return (uint16_t) ((x + u * q) >> 18);

}

uint16_t csub(uint16_t x) {
int16_t v = (int16_t) x - q;
return v + ((v >> 15) & q);

}

The above implementations are rather tricky, and we can

hardly understand their meaning without reading the expla-

nation below.

The function barrett_reduce takes a 16-bit integer as an

input, and returns a 14-bit integer congruent to the input

modulo 𝑞. The strange constant 5 is used based on the fact

that the chosen parameter 𝑞 satisfies 5𝑞 < 65536 = 2
16
.

The function montgomery_reduce takes a 32-bit integer as

an input, and returns it multiplied by a modular multiplica-

tive inverse of 2
18
. The actual output of the function is a

14-bit integer that is congruent to it modulo 𝑞. The con-

stant qinv is 12287 that satisfies the equation 𝑞·qinv≡ −1
mod 2

16
.

The function csub performs conditional subtraction, which

returns the difference of the input and 𝑞 if it is greater than

or equal to 𝑞, and returns the input otherwise.

It is now apparent that the correctness of the above im-

plementations is far from obvious. It holds under certain
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conditions on inputs and outputs, and depends on a particu-

lar choice of the parameter 𝑞 (and possibly 𝑛). Verification

of these implementations is strongly desired.

2.3 Embedded DSL in Tagless-Final Style
The tagless-final style [9] is a way to embed a DSL into a

metalanguage. One of its features is that it separates inter-

faces and interpretations for DSL terms. We use the pro-

gramming language OCaml as a metalanguage and its mod-

ule system to realize the style. In OCaml, a signature and

a module correspond to an interface and an interpretation,

respectively. Types and functions that will be defined in mod-

ules are declared in signatures. DSL terms are described in a

functor that takes a module of a given signature and returns

another module. We can present multiple interpretations for

one DSL term by applying a functor to different modules.

Masuda and Kameyama [18, 19] introduced a framework

for computing NTT in the tagless-final style embedded DSL

(eDSL). Their framework can generate not only highly ef-

ficient C code with SIMD instructions, but also intervals

for program analysis, and formulas for program verification.

Their DSL has two components: language abstraction and

domain abstraction.

Language abstraction defines the typed syntax of DSL in

an abstract way. The following signature Lang provides an

interface consisting of types 'a expr (expressions of type 'a)

and stmt (statements), and functions as language primitives

such as %+ for addition of array indices and get for retrieving

the value of an array element.

module type Lang = sig
type 'a expr
type stmt
val (%+) : int expr ->

int expr -> int expr
val get : 'a array expr ->

int expr -> 'a expr
val set : ...
val for_ : ...
...

end

Domain abstraction expresses the domain and operations

for data values. The following signature Domain includes an

abstract type t which is the type of data values, and add for

(abstract) addition of two data values.

module type Domain = sig
type 'a expr
type t
val lift : int -> t expr
val add : t expr ->

t expr -> t expr
val sub : ...
val mul : ...
...

end

Program 1. DSL Program for Algorithm 1

for_ zero (m_half %- one) one (fun j ->
let omega =

D.lift (roots.( unlift (o %* j))) in
let idxkj = k %+ j in
let2

(get x idxkj)
(D.mul (get x (idxkj %+ m_half)) omega)
(fun u t ->

seq
(set x idxkj (D.add u t))
(set x (idxkj %+ m_half) (D.sub u t)
))))))

Our eDSL is specified by these two signatures. We can

instantiate our eDSL in several different ways by combining

the interpretations for Lang and for Domain. The separation

of signatures is advantageous when we reuse interpretations.

For example, one can fix an interpretation for Lang while

changing one for Domain to obtain a different instantiation

of our eDSL.

Program 1 is a DSL-program for the innermost loop of Al-

gorithm 1. In this program, roots.(unlift (o %* j)) corre-

sponds to 𝜔
𝑜 𝑗
𝑛 , and let2 e1 e2 (fun u t -> s) corresponds

to the expression let u = e1 in let t = e2 in s. Here we

assume that the domain abstraction is interpreted by the

module D, hence, a domain operation add is referred to as

D.add.

The DSL specified by the two signatures are abstract in

the sense that we can (and must) give an interpretation for

them to actually run the program. The important merit of

the tagless-final embedding is that we can give an arbitrary

interpretation as long as it conforms to the interface.

For instance, to run the program in the metalanguage

(OCaml in our case), we interpret (or instantiate) Lang by

Run, and Domain by IntModulo, respectively, as follows:

module Run : Lang = struct
type 'a expr = unit -> 'a
type stmt = unit -> unit
let (%+) x y () = x () + y ()
let get a i () = Array.get (a ()) (i ())
let set a i x () =

Array.set (a ()) (i ()) (x ())
let for_ low high step body () = ...
...

end

module IntModulo : Domain = struct
type 'a expr = 'a Run.expr
type t = int
let lift x () = x
let add x y () = (x () + y ()) mod q
let sub x y () = (x () - y ()) mod q
let mul x y () = ...
...

end
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These interpretations are rather straightforward except that

we need to use thunks such as x () to manage the evaluation

order.

To interpret our DSL as a C-code generator, we interpret

Lang by Gen, and Domain by Code, respectively, as follows:

module Gen : Lang = struct
type 'a expr = string
type stmt = string
let (%+) x y = ...
let get a i = a ^ "[" ^ i ^ "]"
let set a i x =

a ^ "[" ^ i ^ "]␣=␣" ^ x ^ ";\n"
let for_ low high step body = ...
...

end

module Code : Domain = struct
type 'a expr = 'a Gen.expr
type t = string
let lift x = string_of_int x
let add x y = x ^ "␣+␣" ^ y
let sub x y = x ^ "␣-␣" ^ y
let mul x y = ...
...

end

We use strings to represent C programs. We could have

used MetaOCaml as well, then well-typed OCaml programs

are generated.

By giving a different interpretation for the two signatures,

we can instantiate an abstract NTT program to a different

interpretation. For instance, by replacing the code generator

with a more involved one, low-level code including Barrett

reduction and Montgomery reduction can be generated. We

shall instantiate the NTT program with various interpre-

tations to generate not only code, but also intervals as the

result of program analysis, and mathematical formulas to be

verified. The details will be explained in later sections.

3 Analysis-Driven Optimization
Highly efficient implementations of cryptographic algorithms

in the previous section rely on rather tricky low-level code,

hence automatic program analysis and verification are strongly

desired. Masuda and Kameyama proposed an eDSL tech-

nique to develop program analyzers and formula generators

for program verification. The program analyzer works as

a discriminator of good programs from bad ones, and they

discovered a new optimization in their target program by

running analyzers for several program variants.

In this work, we have performed the analysis-driven opti-

mization on several programs including the Cooley-Tukey al-

gorithm for NTT, the Gentleman-Sande algorithm for INTT,

and multiplication over polynomials. Interestingly, we found

that Masuda and Kameyama’s implementation can be opti-

mized further.

This section describes how we do the analysis-driven op-

timization for NTT and INTT, and in the next section, we

show how the procedure of proving the optimality of our

implementations can be systematized.

3.1 Interval Analyzer
We have implemented an interval analyzer as an interpreta-

tion of eDSL. The module IntModuloInterval shown below

implements our abstract domain.

module IntModuloInterval : Domain = struct
type 'a expr = 'a Run.expr
type t = int * int
let lift x () = (x,x)
let add x y () =

let (x1,x2) = x () in
let (y1,y2) = y () in
assert

(0 <= x1 && x1 <= x2 && x2 <= 65535);
assert

(0 <= y1 && y1 <= y2 && y2 <= 65535);
let (l,h) = (x1 + y1, x2 + y2) in
assert

(0 <= l && l <= h && h <= 65535);
(l,h)

let sub x y () = ...
let mul x y () = ...
...

end

The abstract type t represents the underlying domain,

which is int in the standard interpretation, but is the product

type int * int in the above interpretation. The intuition

behind this choice is that an element of this type is the pair

of a lower bound and an upper bound. Then, the addition

operation takes two such pairs as inputs, and returns the

pair whose lower (upper, resp.) bound is the addition of the

inputs’ lower (upper, resp.) bounds. The assertions assert

... in the above module check whether these bounds are

valid 16-bit unsigned integers. In addition to them, we can

declare the intervals of the input and the output of each

operation which works as pre- and post-conditions for it.

Table 1 shows such conditions for each operation.

Our interval analysis is a very simple case of abstract

interpretation [12], which abstracts the program execution

and performs the static analysis. Interestingly, the state-of-

the-art static analyzer, Frama-C, is not capable of computing

sufficiently precise bounds for our purpose, and thus cannot

prove that some optimized programs do not cause overflow.

This is due to the use of bit-level primitives (bit-shift and

bit-mask) in arithmetic operations.

Masuda and Kameyama solved the problem with a hy-

brid approach; for each arithmetic operation used in NTT,

one can select either a standard interval analysis, or an ex-

haustive computation, that is, it computes the outputs for all

possible inputs and takes the minimum and maximum for

the outputs, producing the most precise bounds. We have
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Table 1. Pre- and Post-Conditions as Constraints on Intervals

Operation Precondition Postcondition

(𝑙, ℎ) = add (𝑥1, 𝑥2) (𝑦1, 𝑦2) 0 ≤ 𝑥1 ≤ 𝑥2 ≤ 65535 ∧ 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 65535 0 ≤ 𝑙 ≤ ℎ ≤ 65535

(𝑙, ℎ) = sub (𝑥1, 𝑥2) (𝑦1, 𝑦2) 0 ≤ 𝑥1 ≤ 𝑥2 ≤ 65535 ∧ 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 65535 0 ≤ 𝑙 ≤ ℎ ≤ 65535

(𝑙, ℎ) = mul (𝑥1, 𝑥2) (𝑦1, 𝑦2) 0 ≤ 𝑥1 ≤ 𝑥2 ≤ 65535 ∧ 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 16383 0 ≤ 𝑙 ≤ ℎ ≤ 16383

followed them and used the hybrid approach for our version

of NTT, INTT, and polynomial multiplication. Although the

exhaustive computation is computationally heavy in general,

it is needed only for unary arithmetic operations that have

only 2
16
values as inputs, and our hybrid analyzer worked

without problems.

3.2 Optimizing the Cooley-Tukey Algorithm
We first investigate the Cooley-Tukey algorithm for NTT

as in Masuda and Kameyama [19]. Algorithm 2 shows the

pseudocode of the innermost loop of Algorithm 1. It involves

low-level code such as Barrett and Montgomery reductions.

Algorithm 2 The Innermost Loop of the NTT Algorithm

for 𝑗 = 0 to𝑚/2 − 1 do
𝜔 = 2

18𝜔
𝑜 𝑗
𝑛 mod 𝑞

𝑢 = 𝑥𝑘+𝑗
𝑡 = montgomery_reduce(𝑥𝑘+𝑗+𝑚/2 · 𝜔)
if 𝑠 mod 2 == 0 then
𝑥𝑘+𝑗 = barrett_reduce(𝑢 + 𝑡)

else
𝑥𝑘+𝑗 = 𝑢 + 𝑡

end if
𝑥𝑘+𝑗+𝑚/2 = barrett_reduce(𝑢 + 2𝑞 − 𝑡)

end for

The pseudocode is the same as the Cooley-Tukey algo-

rithm for Z𝑞 elements except that it encodes Z𝑞 elements as

16-bit unsigned integers, which makes it necessary to avoid

integer overflow and underflow.

For instance, the second last line of the program contains

an expression 𝑢 + 2𝑞 − 𝑡 , whose rationale is that we need to

add a multiple of 𝑞 to avoid underflow when computing𝑢−𝑡 .
Barrett reduction also plays an important role to avoid over-

flow. It returns a 14-bit unsigned integer which is congruent

to its input (a 16-bit unsigned integer) modulo 𝑞.

We have thoroughly investigatedMasuda andKameyama’s

analysis and found that we can eliminate Barrett reductions
2

in Algorithm 2. We have come up with a way to decrease the

number of Barrett reductions and performed interval anal-

ysis to prove the absence of overflow and underflow. Our

way is justified as follows: As a result of our analysis, apply-

ing the function csub after Montgomery reduction makes

2
After this elimination, the values may not be smaller than 𝑞, and holding

such values in the computation would be called lazy reductions in the

literature.

the value of 𝑡 less than 𝑞. This implies that we can replace

the subtraction 𝑢 + 2𝑞 − 𝑡 by 𝑢 + 𝑞 − 𝑡 without the risk of

underflow. Our analysis also shows maximum return value

of the function barrett_reduce is 16379. By the equation

16379 + 4𝑞 = 65535 = 2
16 − 1, we can add four values from

[0, 𝑞] to 𝑢 without a 16-bit overflow where 𝑢 is its return

value. The intervals of the values 𝑡 and 𝑞 − 𝑡 are [0, 𝑞 − 1]
and [1, 𝑞], respectively. Thus, Barrett reductions need to be

applied only once in four stages after the calculations 𝑢 + 𝑡

and 𝑢 + 𝑞 − 𝑡 . Given this fact, we have refined Algorithm 2

to Algorithm 3 shown below.

Algorithm 3 The Improved Innermost Loop of the NTT

Algorithm

for 𝑗 = 0 to𝑚/2 − 1 do
𝜔 = 2

18𝜔
𝑜 𝑗
𝑛 mod 𝑞

𝑢 = 𝑥𝑘+𝑗
𝑡 = csub(montgomery_reduce(𝑥𝑘+𝑗+𝑚/2 · 𝜔))
if 𝑠 mod 4 == 0 then
𝑥𝑘+𝑗 = barrett_reduce(𝑢 + 𝑡)
𝑥𝑘+𝑗+𝑚/2 = barrett_reduce(𝑢 + 𝑞 − 𝑡)

else
𝑥𝑘+𝑗 = 𝑢 + 𝑡

𝑥𝑘+𝑗+𝑚/2 = 𝑢 + 𝑞 − 𝑡

end if
end for

Our improvement shows a drastic reduction in the total

number of Barrett reductions in the NTT program. For the

case of 𝑛 = 1024, our program applies them 4 × 512 times

(2×512 times after the addition𝑢+𝑡 and 2×512 times after the

subtraction 𝑢 +𝑞 − 𝑡 ) while the previous one applies 15× 512

times (5 × 512 times after the addition 𝑢 + 𝑡 and 10 × 512

times after the subtraction 𝑢 + 2𝑞 − 𝑡 ). It means that we have

removed 11 × 512 Barrett reductions. Instead, our program

applies the function csub 10×512 times. Accordingly, we need

to check the impact on the execution speed for eliminating

Barrett reductions and inserting csubs. We will show it in

practice in the next section.

As the next target, we have applied the technique to the

Gentleman-Sande algorithm [20] for INTT, which signifi-

cantly differs from the Cooley-Tukey algorithm. Since our

interval analyzer works for any programs written in our

DSL, we only have to run it for the target program without

having to rewrite it. The result shows that the original im-

plementation [2], which allows us to use 32-bit unsigned

32



Generating Programs for Polynomial Multiplication with Correctness Assurance PEPM ’23, January 16–17, 2023, Boston, MA, USA

integers, does not cause overflow, but we cannot improve it.

As Algorithm 4 shows, we need to apply Barrett reductions

once in two stages after 𝑢 + 𝑡 .

Algorithm 4 The INTT Algorithm

Input: 𝑥 = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) ∈ Z𝑛𝑞
Output: (𝑎0, 𝑎1, . . . , 𝑎𝑛−1) = INTT𝑛 (𝑥)

for 𝑠 = log
2
𝑛 to 2 by −1 do

𝑚 = 2
𝑠

𝑜 = 𝑛/𝑚
for 𝑘 = 0 to 𝑛 − 1 by𝑚 do

for 𝑗 = 0 to𝑚/2 − 1 do
𝜔 = 2

18𝜔
−𝑜 𝑗
𝑛 mod 𝑞

𝑢 = 𝑥𝑘+𝑗
𝑡 = 𝑥𝑘+𝑗+𝑚/2
if (log

2
𝑛 − 𝑠) mod 2 == 1 then

𝑥𝑘+𝑗 = barrett_reduce(𝑢 + 𝑡)
else
𝑥𝑘+𝑗 = 𝑢 + 𝑡

end if
𝑥𝑘+𝑗+𝑚/2 = montgomery_reduce((𝑢 + 3𝑞 − 𝑡) · 𝜔)

end for
end for

end for
for 𝑘 = 0 to 𝑛 − 1 by 2 do
𝜔 = 2

18/𝑛
𝑢 = 𝑥𝑘
𝑡 = 𝑥𝑘+1
𝑥𝑘 = montgomery_reduce((𝑢 + 𝑡) · 𝜔)
𝑥𝑘+1 = montgomery_reduce((𝑢 + 3𝑞 − 𝑡) · 𝜔)

end for
bit_reverse(𝑥, 𝑎)

3.3 Improving Vectorized Implementation
The strength of Masuda and Kameyama’s work is to generate

a rather efficient vectorized implementation for NTT in the

C language with SIMD instructions. We have analyzed the

vectorized versions of NTT and INTT, and found a new

optimization that reduces the number of Barrett reductions

in their work.

The challenge for vectorized implementation is that all

data must be stored in vector registers of the same size, which

are 16-bit integers for our case. Then, the multiplication of

two 16-bit integers is problematic, and we have to use a dif-

ferent low-level implementation for multiplication. Masuda

and Kameyama [19] proposed an implementation that works

under this constraint, and used their framework for the new

low-level implementation to generate an efficient vectorized

program.

We have analyzed their implementation and optimized it

further. While Barrett reductions must be applied once in

three stages in their implementation, they need to be applied

once in four stages in ours to avoid overflow and under-

flow. We also analyzed the vectorized INTT program (the

Gentleman-Sande algorithm) to find a similar optimization,

where Barrett reductions need to be applied twice in three

stages. We will later explain more details about the above

issues.

3.4 Polynomial Multiplication with NTT and INTT
Finally, we have investigated polynomial multiplication with

NTT and INTT. RLWE-based cryptographic algorithms typi-

cally need the multiplication of polynomials over the ring

Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩ [16] where the polynomial 𝑥𝑛 + 1 is carefully
chosen to keep the degree of polynomials within 𝑛 and to

allow efficient computation.

It is well known that multiplication over degree-𝑛 poly-

nomials can be computed in 𝑂 (𝑛 log𝑛) time using NTT and

INTT, and Pöppelmann et al. [23] proposed an efficient way

to compute the multiplication of two elements in the ring

Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩ using certain variants of NTT and INTT. See

Algorithms 5 and 6 in Appendix A for these variants.

We can compute multiplication over Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩ using
these algorithms. Given two polynomials 𝑓 (𝑥) = ∑𝑛−1

𝑖=0 𝑎𝑖𝑥
𝑖

and 𝑔(𝑥) =
∑𝑛−1

𝑖=0 𝑏𝑖𝑥
𝑖
, their product 𝑓 (𝑥)𝑔(𝑥) =

∑𝑛−1
𝑖=0 𝑐𝑖𝑥

𝑖

in Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩ is computed as

(𝑐0, . . . , 𝑐𝑛−1) =
INTT

∗
𝑛 (EWM(NTT∗

𝑛 (𝑎0, . . . , 𝑎𝑛−1),NTT∗
𝑛 (𝑏0, . . . , 𝑏𝑛−1)))

(3)

where NTT
∗
𝑛 and INTT

∗
𝑛 denote Algorithm 5 and Algorithm

6, respectively, and EWM performs the element-wise multi-

plication.

For the variants of NTT and INTT, we have applied the

same method as above to obtain optimized implementations.

By running the program analyzer against the variants with-

out having to change implementations, we have confirmed

that there is no danger of overflow and underflow for the

optimized programs, as we have derived by our brain.

In the next section, we will show the results of our per-

formance measurement to show the actual speedup of the

improvements.

4 Searching for an Optimal Program
In Section 3, we have investigated the implementation of the

Cooley-Tukey algorithm for NTT and found a new optimiza-

tion opportunity that was overlooked by previous works

including Masuda and Kameyama. It remains to be seen if

more optimizations are possible.

In this section, we automate the process to search for an

optimal program for NTT. For this particular case, we can

reason about the algorithm directly and conclude that we

cannot eliminate the reduction further. However, since we

want to change the implementation and algorithms repeat-

edly to achieve better performance, human intervention in
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this process should be as small as possible. We are then nat-

urally led to implementing a search procedure which finds

the correct and efficient program.

4.1 Search Procedure
Our search program does a simple brute-force search for

correct programs. The following listing shows that we search

for the program where i, j, and k specify the stages in which

the reduction should be performed.

module M = Algorithm(Run)(IntModuloInterval)

let ntt3 () =
for i = 1 to logn - 2 do

for j = i + 1 to logn - 1 do
for k = j + 1 to logn do

try
...
let _ =

M.ntt_stages [i;j;k] ... in
print_endline

(sprintf "[%d,%d,%d]:␣OK" i j k)
with Assert_failure(_) ->

print_endline
(sprintf "[%d,%d,%d]:␣NG" i j k)

done
done

done

The module IntModuloInterval is a program analyzer,

which fails during the execution if it cannot guarantee no

overflow for the generated program for the given i, j, and

k. Similarly, we searched for non-overflow programs that

omit Barrett reductions at fewer number of stages than ntt3.

The result was negative, namely, our generated program is

the most optimal in the number of Barrett reductions on our

search space.

Note that we do not have to call the (standard) program

generator, which means that we analyze a generated pro-

gram without having the program itself! This observation

is probably too simple to state in a research paper for pro-

gramming languages, however, it would surprise outsiders

including experts in cryptography, who actually write an

implementation in our eDSL. Program-generation technique

indeed helps cryptography.

4.2 Performance Measurements
We conducted performance measurements to find the effect

of our optimizations. To do so, we generated C programs

for NTT, INTT, and polynomial multiplication in our frame-

work, which are then compiled and executed. The computing

environment for our experiment was macOS 12.5.1, Apple

M1, 16GB memory, OCaml 4.14.0, and Clang 15.0.5.

Table 2 shows the results for the non-vectorized imple-

mentations, where NTT and INTT are the algorithms of their

Table 2. The execution time of non-vectorized implementa-

tions (sec.)

Algorithm Implementation 𝑛 = 512 𝑛 = 1024

NTT (A) Previous work 0.1429 0.2818

(B) This work 0.1305 0.2439

INTT (C) Previous work 0.1068 0.1931

Polynomial (A) & (C) 0.3318 0.7219

multiplication (B) & (C) 0.3068 0.6375

Table 3. The number of Barrett reductions in vectorized

implementations

Algorithm Implementation 𝑛 = 512 𝑛 = 1024

NTT (D) Previous work 12 × 256 13 × 512

(E) This work 4 × 256 4 × 512

INTT (F) Previous work 8 × 256 9 × 512

(G) This work 5 × 256 6 × 512

Polynomial (D) & (F) 32 × 256 35 × 512

multiplication (E) & (G) 13 × 256 14 × 512

variants, and are the components of polynomial multiplica-

tion. The figures are the average execution time for 10 trials

of 10,000 runs.

Table 2 suggests that our improvement on eliminating

Barrett reductions leads to significant speed-up for these

algorithms. More precisely, our improvement makes poly-

nomial multiplication approximately 8-13% faster than the

previous work. This indicates that the cost of Barrett reduc-

tions is high in these algorithms and that the positive effect

of eliminating Barrett reductions is greater than the negative

effect of inserting csubs.

Table 3 shows the results for vectorized implementations.

It shows the numbers of Barrett reductions since measuring

the actual execution time with vector instructions (SIMD

instructions) needs special care for fair comparison.

Table 3 shows that our optimization significantly reduces

the number of Barrett reductions. The reduction is approx-

imately 66-69% for NTT, 33-38% for INTT, and 59-60% for

polynomial multiplication.

We expect that our optimization improves the execution

time in the vectorized computing environment, but its mea-

surement is left for future work.

5 Verifying Functional Correctness
Functional correctness of an algorithm or a program means

that it satisfies the input-output relation with respect to

a given specification. This section shows how we ensure

the functional correctness of generated code for polynomial

multiplication in the previous section.
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5.1 Masuda and Kameyama’s Verification for NTT
Masuda and Kameyama [19] proved the functional correct-

ness of their implementation of the Cooley-Tukey algorithm

with respect to the definitional formula of NTT. It is highly

non-trivial, as the program generated by their method con-

tains low-level optimized code for arithmetic operations, as

well as high-level optimizations such as lazy reduction or

so-called bit-reversal. Moreover, since such implementations

are rapidly updated by new optimizations, the verification

procedure should be fully or largely automated without re-

quiring human intervention.

Masuda and Kameyama [19] solved this problem by the

following observations:

• It is rather difficult to verify the generated program

as a whole, which would force us to reason about

high-level mathematical properties and low-level im-

plementation details simultaneously. In fact, applying

the state-of-the-art SMT solver to the generated pro-

gram did not work. One needs a way to decompose

the generated program into a high-level part and low-

level parts, but it is exactly what the eDSL approach

provides.

• In cryptography, generated programs are, inmost cases,

straight-line code, namely, they contain no loops, con-

ditionals, or function calls. Thus, one can express the

output value as an expression over input values as

variables. In fact, the output values in the NTT algo-

rithm are expressible as linear functions over input

variables if we ignore low-level details. Then prov-

ing functional correctness for the high-level part boils

down to coefficient-wise checking of a linear function

between the output of the generated program and the

definitional formula.

• The low-level part such as Barrett reduction consists of

a small but complicated code which contains bit-level

operations. Luckily, the state-of-the-art SMT solver

has the bit-vector theory, that can verify the func-

tional correctness of low-level functions completely

automatically.

Based on these observations, they have verified a low-level

generated program and high-level generated code separately,

which was successful.

5.2 Verification for Polynomial Multiplication
Our goal is to prove that the output of the polynomial multi-

plication program using the improved implementations for

NTT and INTT is equivalent to the definition of the multipli-

cation of two polynomials over Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩. Given two

polynomials 𝑓 (𝑥) =
∑𝑛−1

𝑖=0 𝑎𝑖𝑥
𝑖
and 𝑔(𝑥) =

∑𝑛−1
𝑖=0 𝑏𝑖𝑥

𝑖
, the

coefficients of the product 𝑓 (𝑥)𝑔(𝑥) = ∑𝑛−1
𝑖=0 𝑐𝑖𝑥

𝑖
are defined

by

𝑐𝑖 ≡
𝑖∑︁
𝑗=0

𝑎𝑖𝑏𝑖− 𝑗 −
𝑛−1∑︁
𝑗=𝑖+1

𝑎 𝑗𝑏𝑛+𝑖− 𝑗 mod 𝑞 (4)

for 𝑖 = 0, 1, . . . , 𝑛 − 1. (Note that we compute polynomials

modulo 𝑥𝑛 + 1, which means 𝑥𝑛 and −1 are congruent.)
First, we verified the functional correctness of the low-

level operations Barrett reduction, Montgomery reduction,

and csub. Unlike Masuda and Kameyama’s work, the veri-

fication task was accomplished by a brute-force approach,

namely, we computed the results of applying each operation

to all possible inputs, and checked if the results satisfy the

specification. This exhaustive check was successful, which

confirmed the functional correctness of all three operations.

Note that verification by the SMT solver took a long time,

while our brute-force method ran very efficiently.

For the functional correctness of the higher-level part,

we implemented a formula generator as an interpretation

of the abstract domain following Masuda and Kameyama,

but one extension was needed. Our formula generator must

deal with quadratic functions over inputs, while the output

of their target (an NTT algorithm) can be expressed as a

linear function over inputs. By inspecting our algorithm,

it turned out that we only need either a constant, a linear

function over inputs, or a homogeneous quadratic function

over two inputs. Hence, we instantiate the abstract type in

our Formula module as follows:

module Formula : Domain = struct
...
type t =

| Const of int
| Linear of int array
| Quad of int array array

...
end

For instance, the expressions Const(357), Linear([3;5;7]),

and Quad([[3;0;0];[0;5;0];[0;0;7]]) have type Formula.t,

and they represent the constant 357, the linear polynomial

3𝑎0 + 5𝑎1 + 7𝑎2, and the quadratic polynomial 3𝑎0𝑏0 + 5𝑎1𝑏1 +
7𝑎2𝑏2, respectively.

We then implemented each arithmetic operation over this

type. (Note that the functional correctness of low-level oper-

ations has been already proved, we can safely regard each

arithmetic operation as a mathematical modular operation.)

For instance, the operation add is instantiated as follows:

let add x y () =
match (x (), y ()) with
| (x,Const(c)) when c mod q = 0 -> x
| (Linear(a),Linear(b)) ->

Linear(Array.init n (fun i ->
(a.(i) + b.(i)) mod q))

| (Quad(a),Quad(b)) ->
Quad(Array.init n (fun i ->
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Array.init n (fun j ->
(a.(i).(j) + b.(i).(j)) mod q)))

...
| _ -> failwith "unexpected␣expression"

It is a naïve implementation for multiplication over formu-

las. The important property here is that the results of the

computation of add never go beyond the type Formula.t.

Finally, we combined the above implementation into an

interpretation of Domain as follows:

module Formula : Domain = struct
type 'a expr = 'a Run.expr
type t =

| Const of int
| Linear of int array
| Quad of int array array

let add x y () = ...
let sub x y () = ...
let mul x y () = ...
...

end

We ran the formula generator for our polynomial mul-

tiplication algorithm under the standard interpretation for

language primitives such as for_, which results in𝑛 quadratic

polynomials that represent each component of the output.

As an example, the following formula has been obtained as

the 100th output for 𝑛 = 1024:

1 a[0]b[100] + 1 a[1]b[99] + 1 a[2]b[98]
+ 1 a[3]b[97] + 1 a[4]b[96] + 1 a[5]b[95]
+ ...
+ 12288 a[1020]b[104] + 12288 a[1021]b[103]
+ 12288 a[1022]b[102] + 12288 a[1023]b[101]

Producing the above formula has taken approximately 379

seconds in our computing environment described in Section

4.2.

Note that 12288 is equal to −1 modulo 𝑞 = 12289. We

have compared each output formula with the definitional

formula, and confirmed that they are point-wise equivalent

for𝑛 = 512 and𝑛 = 1024. This result subsumes the functional

correctness of our implementation of polynomial multiplica-

tion over Z𝑞 [𝑥]/⟨𝑥𝑛 + 1⟩ for the above 𝑛 and 𝑞 = 12289.

6 Discussion on Trusted Computing Base
Our verification in the previous section relies on several

assumptions which we trust without proofs, namely, we

have a relatively big trusted computing base (TCB).

Besides the correctness of the implementation languages

(including OCaml and C for our case) and the hardware, the

biggest component of our TCB is that all interpretations of

the eDSL semantically agree. In this section, we discuss how

one can reduce the TCB.

6.1 Tagless-Final Embedding
The tagless-final embedding of a DSL is a fairy convenient

way to express an embedded DSL using an abstraction mech-

anism in programming languages, such as module in OCaml,

trait in Scala, and type class in Haskell.

A program in the DSL is expressed by abstraction, and

is given various interpretations such as execution, printing,

code generation, and even more. The DSL itself gives no

semantics, thus we can write any interpretation as long as

it respects typings. For instance, a DSL expression a %+ b

in our eDSL can be interpreted as addition in the standard

semantics, but it can be subtraction, multiplication, or any

kinds of binary operations in the non-standard semantics.

This flexibility of tagless-final embedding is useful but

sometimes problematic. In order for our analysis and veri-

fication to make sense, we assumed, without a proof, that

generated intervals and formulas in our interpretations cor-

rectly respect the *standard* semantics of DSL. Clearly, we

need a way to constrain interpretations so that they certainly

agree with the standard semantics. This is what we call the

coherence problem (for interpretations).

6.2 Modular Approach
The key to solve the coherence problem (at least partially) is,

again, the modularity induced by the tagless final embedding.

In its basic form, all interpretations must be compositional,

so proving the equivalence of each component of an interpre-

tation with the same component of the standard semantics

would imply the coherence property of the interpretation.

Then, we only have to consider each primitive or operation

separately, and we pick up a few cases as follows:

• Addition is interpreted by the interval generator in

such a way that t adds the lower bounds (or upper

bounds) of its operands, and returns the pair. This

would be trivially justified by the standard semantics.

Addition is interpreted by the formula generator as

coefficient-wise addition over polynomials. Again, it

is easy to justify it.

• Multiplication is more interesting, since it is realized by

primitive multiplication and Montgomery reduction,

which is a highly non-trivial implementation. If its

implementation used in the interval analyzer and in

the code generator is implemented independently, the

result of interval analysis has nothing to do with the

generated code.

We solve this problem by providing an implementation

of Montgomery reduction as a tagless-final translation

so that all interpreters use the same translation as an

implementation. In OCaml, a tagless-final translation

is realized as a functor, a function over modules, and

similarly realized in other languages. For instance, we

can define the functor AddMontgomery to add a specific
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implementation of Montgomery reduction in a low-

level domain LLDomain.

module AddMontgomery
: functor (D:LLDomain) -> Domain

Then, the semantic coherence is guaranteed provided

all interpretations use AddMontgomery, regardless of its

actual implementation.

• Extensibility.

We may need to add a low-level operation to generate

efficient code. Masuda and Kameyama introduced the

operations mullo and mulhi for vectorized implemen-

tations, which multiply two 16-bit integers and return

the lower or upper 16 bits as the results.

If we have to implement the interval analysis for these

operations separately from the code generator, the

coherence property might be lost. Instead, we imple-

ment mullo in terms of existing operations such as

32-bit multiplication and the modulo operation, which

will be inefficient, but is sufficient for the purpose of

analysis and verification. Then, an implementation of

the interval analysis for them is automatically derived

from that for existing operations.

To prove the coherence for mullo, we only have to

prove that the implementation of mullo respects its

implementation, which is usually easier than proving

the correctness of a custom-made interval analyzer.

We have so far discussed about operations over domains

only. Language primitives such as for_ need some care, as

their semantics is not necessarily compositional. However,

our DSL has a very limited set of standard primitives. There-

fore, it would not be difficult to formally reason about the

correctness of each interpretation, but it is left for future

work.

7 Related Work
There are a number of related work that aims to give highly

efficient and correct implementations for cryptographic al-

gorithms. In this section, we pick up those closely related to

ours.

Navas et al. [22] presented how to show the absence of 32-

bit overflows on NTT. They used the SeaHorn verification

framework [14] and the Crab abstract interpretation library

to prove it. This method is implemented as a C program spe-

cialized for one NTT program. Compared with their study,

our framework is more general in that ours can analyze any

kinds of programs that are expressible in our DSL, including

implementations of NTT, INTT, and polynomial multipli-

cation, without having to implement an analyzer for each

target.

Hwang et al. [15] proposed a general verification method

to ensure the correctness of highly-efficient implementations

of NTT-based polynomial multiplication algorithms. Notably,

their method targets real assembly code with SIMD instruc-

tions, thus their Trusted Computing Base is much smaller

than ours. They successfully verified the implementations

proposed by three finalists in the PQC Standardization. One

drawback of their approach is that a user has to insert many

assertions such as “the value of register X is the same as that

of Y” into the target code in order for their verification tool

CryptoLine to automatically certify the target. This means

that a user of their method must understand the details of

internal cryptographic algorithms, that is a big burden for

many users. Moreover, it will be hard to maintain the assur-

ance if the implementation changes quickly. Similarly to our

work, they decomposed a verification problem into several

pieces using the cut rule3. While they have to think about

how to decompose a big assembly code, our decomposition

is derived by the eDSL and its interpretations. In summary,

their method gives the highest level of reliability, ours gives

an easy-to-verify method so that one can implement, analyze

and verify quickly and repeatedly.

Erbsen et al. [13] introduced a way to implement low-level

cryptographic primitives that uses the Coq proof assistant

to verify the functional correctness of their implementation.

Similarly, the framework Jasmin [3] also used this assistant

to develop high-speed and high-assurance cryptographic

software. In addition, the library HACL
∗
[27], written in the

F
∗
programming language, verifies the implementations of

cryptographic primitives. Since the cost of verification with

Coq or F
∗
is high, our framework is more suitable for rapid

prototyping, such as NTT.

Amin and Rompf [4] advocated the usefulness of gen-

erative programming in not only program generation but

also verification. Their work can generate C code and ACSL

specifications together, and then the code is verified using

the specifications. They successfully verified memory safety,

overflow safety, and functional correctness. Although their

work and ours are similar in methodology, the target pro-

grams are quite different. We are mainly interested in highly

efficient implementations used in cryptography where low-

level tricky operations play an important role.

Studies on the acceleration of NTT implementations on

Field-Programmable Gate Arrays (FPGA) have been actively

done [10, 24–26]. They realize low-latency NTT implementa-

tions by various hardware-level optimizations, which brings

a new challenge of verification. We hope to apply our eDSL-

based approach to hardware generation, however, it is left

for future work.

The PQC Standardization process is already in its final

stage. CRYSTALS-Kyber [5] is a finalist in the PQC Standard-

ization [1], which gives efficient implementations for NTT,

INTT, and polynomial multiplications for a different set of

security parameters (𝑛 = 256 and 𝑞 = 3329). The acceleration

of NTT and polynomial multiplication by Kyber is an active

3
The cut rule in CryptoLine is similar to the cut rule in sequence calculus.
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research topic [7, 8]. We believe that our method can be used

for analyzing and verifying Kyber.

8 Conclusion
We have presented an eDSL-based framework which realizes

low-level implementations for NTT, INTT, and polynomial

multiplication. The systematic framework enables one to

automatically generate code, analyze it, and obtain a rep-

resentation of the output as a mathematical formula that

can be verified outside of our framework. The result of our

interval analysis gave a new optimization to reduce the num-

ber of reductions, and the search procedure for the optimal

program in our search space, without having to generate a

huge number of programs. We have verified the end-to-end,

functional correctness of our implementation for polynomial

multiplication. Altogether, we have shown how DSL-based

program-generation technology contributes to generating a

highly efficient implementation of cryptographic algorithms

with correctness assurance.

We think that the key to this success came from the mod-

ular and extensible nature of the tagless-final embedding. In

fact, we invented nothing new in programming-language

technology. Rather, we found a new application of existing

technology.

As future work, we hope to apply the technique exploited

in this paper to more implementations for different algo-

rithms. The most notable applications are the finalists in

the PQC Standardization, such as Kyber. Other important

future work is to generate and certify assembly programs

and FPGAs for cryptography.
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A The NTT and INTT Algorithms for
Polynomial Multiplication

Algorithms 5 and 6 show the pseudocode of variants of NTT

and INTT, which are used for polynomial multiplication.

These are based on the Cooley-Tukey algorithm and the

Gentleman-Sande algorithm, respectively, but they do not

execute bit reversal. They use components of Ψ and Ψ∗
as a

factor 𝜔 instead of the powers of the primitive 𝑛th root 𝜔𝑛 .

The arrays Ψ and Ψ∗
contain powers of a square root𝜓 of𝜔𝑛

in bit-reversed order and those of a modular multiplicative

inverse of𝜓 in bit-reversed order, respectively.

Algorithm 5 A Variant of the NTT Algorithm

Input: 𝑎 = (𝑎0, 𝑎1, . . . , 𝑎𝑛−1) ∈ Z𝑛𝑞
for 𝑠 = 1 to log

2
𝑛 do

𝑚 = 2
𝑠

𝑜 = 𝑛/𝑚
for 𝑘 = 0 to𝑚/2 − 1 do

𝑗1 = 2 · 𝑘 · 𝑜
𝑗2 = 𝑗1 + 𝑜 − 1

𝜔 = Ψ𝑚/2+𝑘
for 𝑗 = 𝑗1 to 𝑗2 do
𝑢 = 𝑎 𝑗
𝑡 = 𝑎 𝑗+𝑜 · 𝜔 mod 𝑞

𝑎 𝑗 = (𝑢 + 𝑡) mod 𝑞

𝑎 𝑗+𝑜 = (𝑢 − 𝑡) mod 𝑞

end for
end for

end for

Algorithm 6 A Variant of the INTT Algorithm

Input: 𝑥 = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) ∈ Z𝑛𝑞
for 𝑠 = log

2
𝑛 to 2 by −1 do

𝑚 = 2
𝑠

𝑜 = 𝑛/𝑚
for 𝑘 = 0 to𝑚/2 − 1 do

𝑗1 = 2 · 𝑘 · 𝑜
𝑗2 = 𝑗1 + 𝑜 − 1

𝜔 = Ψ∗
𝑚/2+𝑘

for 𝑗 = 𝑗1 to 𝑗2 do
𝑢 = 𝑥 𝑗
𝑡 = 𝑥 𝑗+𝑜
𝑥 𝑗 = (𝑢 + 𝑡) mod 𝑞

𝑥 𝑗+𝑜 = (𝑢 − 𝑡) · 𝜔 mod 𝑞

end for
end for

end for
𝜔 = 𝑛−1 · Ψ∗

1
mod 𝑞

for 𝑗 = 0 to 𝑛/2 − 1 do
𝑢 = 𝑥 𝑗
𝑡 = 𝑥 𝑗+𝑛/2
𝑥 𝑗 = (𝑢 + 𝑡) · 𝑛−1

mod 𝑞

𝑥 𝑗+𝑛/2 = (𝑢 − 𝑡) · 𝜔 mod 𝑞

end for
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